
International Journal of Engineering Research and Applications                                   www.ijera.com  

ISSN: 2248-9622, pp. 21-27 

 
www.ijera.com                                                                                                                      21 | P a g e  
   

 

 
 

 

 

Homomorphic encryption for secure conversations with AI bots 

over cloud to prevent Social Engineering attacks 
 

Yameen Ajani  
Computer Engineering, Fr. Conceicao Rodrigues College of Engineering Mumbai, India 

 

Krish Mangalorkar  
Computer Engineering, Fr. Conceicao Rodrigues College of Engineering Mumbai, India 
 

Yohann Nadar  
Computer Engineering, Fr. Conceicao Rodrigues College of Engineering Mumbai, India 

 

Sunil Chaudhari  
Computer Engineering, Fr. Conceicao Rodrigues College of Engineering Mumbai, India  

 

Mahendra Mehra  
Computer Engineering, Fr. Conceicao Rodrigues College of Engineering Mumbai, India  
 

ABSTRACT 
The advancement in the field of Artificial Intelli- gence has opened the gates for AI-based applications, 

especially chatbots, to be commercially used in a variety of industries due to the exceptional features that 

these chatbots offer. However, in many industries like finance and healthcare, sensitive and valued information 

is exchanged between the user and the AI bot. These bots, although powerful, generally lack sufficient security 

leaving the conversation exposed to hackers. If such a system gets compromised, it can be used as a means 

of psychologically manipulating the users and hence tricking them into giving out sensitive information 

which can be the basis of a social engineering attack. Our paper aims to provide a unique solution to this 

problem by using homomorphic encryption to secure the conversation and data exchange between the user 
and a bot hosted on the cloud. Homomorphic encryption allows us to perform computation on data which is 

encrypted. This data can be of various types including text and images. This enables us to use and manipulate 

encrypted data without the need to decrypt it. Since no information is left unencrypted at any point, if any data is 

sniffed by a hacker, no information is compromised and hence the threat of any kind of social engineering 

attack is nullified. 

Index Terms—Homomorphic Encryption, chatbots, social en- gineering attacks, data security, encryption 

 

I. INTRODUCTION 
A. The evolution of AI 

Artificial Intelligence is no longer the 

dystopian future it once was considered to be. It has 

indeed become a reality. Looking at the current 

use cases of AI in the real world, it becomes 

clear that AI has massive potential in improving 

human life. One of the applications of AI, which 

has gained eminence and is currently on the rise are 

chatbots. Chatbots have gained immense popularity 

for both Business-to-Business and Business-to-

Client brands that aim to provide a richer 

experience for their customers. According to a 

research pub- lished by Gartner, it has been 
predicted approximately 67% of customer service 

and support operations will integrate and utilize 

chatbot technology by 2022 [1]. AI has proven its 

potential to provide meaningful innovation which 

can be used to empower businesses, researchers and 

innovators but the key piece to this utopian puzzle is 

to enforce reasonable regulations around this 

technology. 

 
B. Threats due to AI chatbots 

With the ever increasing power of AI 

technology, it is now capable of replicating 

human aspects like speech and conversation with 

high accuracy. Due to this high degree of 

resemblance, it has become increasingly harder to 

differentiate between AI bots and human 

representatives thus opening doors for social 

engineering attacks and other felonious activities 

with the help of compromised or malicious bots. 

One such case of chatbots being compromised and 
used for malicious activity is that of Tinder. The 

hackers used the chatbot as a front to impersonate 
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an individual with the motive to trick them into 

giving out their payment details [2]. This is a 

perfect example of the impersonation technique 
used in social engineering attacks. The victim 

blindly trusts the requests of the chatbot, not being 

aware of the fact that it is being controlled by a 

cybercriminal. With numerous conversations 

everyday, chatbots have access to large amounts of 

user data which makes them a prime target for 

cybercriminals and thus making security of the 

chatbot as well as the conversations a matter of 

great importance [3]. 

 

C. Onset of Social Engineering 

In the recent years, the field of 
cybersecurity has become extremely powerful 

owing to the fact that it can and already has been 

combined with the domain of Artificial Intelligence 

in order to provide more secure techniques for 

software and data security. This has also proved to 

be of great help towards the prevention of zero-day 

attacks [4]. However,even with the increase in the 

awareness campaigns regarding the prevalent 

glooming threats related to information security, 

there still continues to be data security 

compromises which has evidently evaded our 
competency to defend against. These security barrier 

breaches have led to billions of dollars being lost 

yearly both for corporations and individuals [5]. 

One such threat to data confidentiality is 

evidently the social engineering attack, which has 

become popular for using sophisticated 

psychological manipulation techniques in order to 

extract sensitive and personal user 

information.Social engineering attacks can be seen 

as methods to exploit individuals psychologically 

and thus tricking them into giving out sensitive 

information to achieve a malicious objective. These 
attacks are so efficient, that presently, these 

exploits are one of the major contributing factors 

which support the majority of the cyber attacks, 

even more so than the traditional technical cyber 

exploits [6]. With the growing use of customer 

support and collaboration tools in business 

environments, the exposure of sensitive and 

personal information of the users through social 

exploitation by cybercriminals is now a pressing 

concern. These attacks in unison with zero-day 

exploits endangers user data at best and can 
devastate the organisation at worst. 

 

1) SOCIAL ENGINEERING 

METHODOLOGY: Even though individuals who 

are victims of social engineering attacks may have 

different vulnerabilities, the cybercriminals 

generally follow a set of conventional procedures as 

far as social engineering attacks are concerned. 

1) Information gathering - The attacker seeks 

to obtain personal information from the victim’s 

social profiles for example, date of birth, photos, 

friend groups, locations, likes/dislikes e.t.c. The 
attacker can then generate deeper insights from all 

the information gathered. 

2) Trust building - With the information that 

the attacker has gathered, he enters the same social 

circles as the victim and now tries to build relations 

and establish trust with the victim. 

3) Social Exploitation - At this stage, the 

attacker uses the trust built to manipulate the victim 

and tries to extract the desired information for 

malicious use. 

 

2) COMMON SOCIAL ENGINEERING ATTACK 
TECH- NIQUES: 

1) Phishing - These scams generally contain 

emails and messages that highlight a certain 

urgency to respond to the aforementioned message, 

thus redirecting to ma- licious website clones or 

opening malware-containing attachments [7]. 

2) Man in the middle (MitM) attack -MitM 

attacks in- tercept the messages between the two 

parties having a conversation and replaces it with 

malicious messages[8]. In this type of attack, the 

chatbot is made to seem as if it is representing a 
credible organization, whereas in reality it is being 

operated by a malicious attacker. An example of a 

MitM bot is Honeybot [9]. 

3) Corrupted communication channel - In 

case of self learning chatbots, if a large number of 

users knowingly provide false or inappropriate 

information to the chatbot, it affects the learning thus 

influencing its decision mak- ing ability. For 

example in 2016 Microsoft’s Tay bot got affected by 

this attack and was used to target a particular group 

by spreading inappropriate and false messages. 

AI chatbots, which are used as customer support 
tools, are also vulnerable to such threats and thus 

making security of such software tools a matter of 

high priority. 

 

D. Why is Homomorphic Encryption needed 

here? 

The objective now is to be able to run 

these AI applications over the cloud architecture by 

having the data encrypted throughout the transit in 

a persistent manner, so that even in the case of 

unauthorised access by a cybercriminal over these 
data centers, there wouldn’t be a way for the 

attacker to access any sensitive data. Traditional 

encryption algorithms implement a concept of a 

distributed key i.e both a public key and a private 

key which is shared among the communicating 

parties so that they can access the data exchange. 

This imple- mentation however introduces privacy 

concerns as the service providers of this 

communication channel also have access to this 
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data.This brings about another concern where 

malicious providers may have an unregulated tab on 

user data. Moreover these conventional encryption 
methodologies need to decrypt the data before 

performing any task on it for example, storing data 

on a cloud based storage system. This brings the 

need for practically implementing an encryption 

scheme which allows operations to be performed 

on encrypted data itself isolating the need for 

knowing the unencrypted contents of the data. 

Here’s where Homomorphic Encryption comes into 

the picture by providing a way for enterprises and 

large organizations to exponentially strengthen their 

resistance to cyber attacks and data breaches. 

Homomorphic encryption gives the ability to 
perform computation on encrypted data, the result 

of which, also in the encrypted form, when 

decrypted is identical to the result of the same 

computation performed on the original data [10]. 

Homomorphic encryption, when used 

particularly in a cloud based environment excels as 

an encryption methodology. Ho- momorphic 

encryption also proves beneficial if the system is 

working with different data types like numbers, 

text, images and other multimedia at the same time. 

Apart from text, a cloud storage proves more 
efficient and scalable when images and their 

processing is concerned [11]. Taking multimedia 

objects like images into consideration is important 

and they often contain important information and if 

acquired by mali- cious third party service providers 

can be used to identify the victim, their friends, 

family, etc. which can be used for social 

engineering [12]. Such compromise of data in the 

form of images needs to be prevented. Since 

homomorphic encryption supports all different data 

types, it mitigates the problem of privacy breach 

while also making image processing over the 
cloud possible apart from working on textual data. 

Since chatbots are AI applications, it is extremely 

likely that they accept image-based data from the 

users and also forward it to deep learning models 

for further processing. The results from the 

aforementioned models then return to the chatbot 

and are displayed to the user. If these images are 

homomorphically encrypted, they make the system 

airtight in terms of security. While the raw image 

cannot be accessed by the third-party deep learning 

model, it does not cause a problem to the processing 
required to be done by the model due to the 

homomorphic properties. 

Moving forward in the future, any 

organisation that seeks to attain excellence with 

respect to data integrity standards will most 

certainly have to embrace homomorphic 

encryption. 

 

 

II. LITERATURE SURVEY 
Chatbots, as previously mentioned, are like 

every other technology. They have vulnerabilities 

which can be exploited thus compromising 

sensitive and important information. 

Malicious users can hamper the response 

generation module by providing it with corrupted 

input messages which might trigger the chatbot and 

result in undesired responses in the form of foul 

language or untrustworthy information. Thus, 

attacks directed at the chatbot’s dialogue system 

with skillfully crafted malicious input statements can 
break the chatbot [13]. Language model attacks 

work in a similar fashion by using adversarial 

language models which can cause the NLP system 

to malfunction in certain ways [14]. A practical 

approach to performing such attacks is described 

by Neekhara et al. [15] in which they have trained a 

reinforcement learning agent that feeds carefully 

crafted input messages to the system resulting in 

undesired behaviour of the chatbot. also pose a 

threat to chatbot security. In such attacks, the 

feedback network used by the chatbots to learn 

from user feedback is taken advantage of. A chatbot 
can diverge from its desired behaviour if a hacker 

keeps providing it with bad feedback thus 

compromising the chatbot. Zhang et al. [16] 

describes an attack on a system that uses 

reinforcement learning to learn from the feedback 

by interfering with the reward system of the 

reinforcement model. This makes the chatbot follow 

the learning policy that the hacker desires. Another 

form of feedback network is where the chatbot 

retrains itself to learn from the feedback provided. 

An attack on such a system works in a way such 
that some input words trigger malicious behaviour 

from the chatbot. However, this behaviour will not 

be evident enough for the user to detect [17]. 

Another area where chatbots can get compromised 

is highlighted by Zhang et al. [18] in which the 

attacker can directly target the training dataset of 

the agent in order to unlearn certain aspects of the 

data or learn new unwanted and harmful intents. 

Machine Learning technology has been on 

rise due to its ability to make predictions, even more 

so accurately than humans in some cases [19]. It 

proves as an aide to human intelligence thus helping 
in complex decision making by giving 

mathematical analysis of the situation. The 

underlying principle of a machine learning scheme 

is to be able to train models based on the large 

amounts of the necessary data acquired [20]. This 

large amount of data needs to be secure if a third-

party machine learning model is going to get access 

to it. Homomorphic encryption allowing 

computations on encrypted data is a feasible 

solution to this problem [21]. This has resulted in 

the possible practical use of homomorphic 
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encryption in a variety of domains. 

A few applications of homomorphic 

encryption include the medical and bioinformatics 
domain [22]. Yi et al. [23] has highlighted the 

applications of homomorphic encryption in the 

form of private searching, end-to-end voting 

systems and location privacy. Other research on 

real-world applications of homomorphic encryption 
are mentioned in Table 1. 

 

TABLE I 

APPLICATIONS OF HOMOMORPHIC ENCRYPTION TECHNIQUE IN VARIOUS DOMAINS 

Application Domain 

Deep learning on encrypted image data [24] Deep learning 

Performing logistic regression on encrypted data [25] Machine learning 

Classification on encrypted data [26] Machine learning 

Long-term patient monitoring via cloud-based ECG 

data acquisition and encrypted analytics design [27] 

Medical 

Algorithm to find cardiac risk factor using encrypted 

medical data [28] 

Medical 

Private predictive analysis on encrypted medical data 

[29] 

Medical 

Performing computations on encrypted financial data 

for cloud framework [30] 

Finance 

Statistical analysis of encrypted data [31] Data Analytics 

Big data analytics over encrypted datasets [32] Data Analytics 

 

III. PROPOSED SOLUTION 
The implementation of our proposed system 

involves a chatbot built using Google’s DialogFlow 

and Python that uses a machine learning model 

hosted on Google’s Cloud Platform to predict the 

user’s salary based on factors like age, gender, 

healthy eating (on a scale of 10) and active 

lifestyle (also on a scale of 10). The idea is that 

when the user provides the chatbot with the details, 

the third-party machine learning model should not 

have access to this data and should be able to work 

on the encrypted data itself, returning an encrypted 

result to the user which can be decrypted only using 

the user’s private key. 

 

 

 



International Journal of Engineering Research and Applications                                   www.ijera.com  

ISSN: 2248-9622, pp. 21-27 

 
www.ijera.com                                                                                                                      25 | P a g e  
   

 

 
 

 
 

 
Fig. 4. The plaintext result in the chatbot after 

decryption 

 

encryption mechanism so ensure maximum 

efficiency and security of the system. This 
system is not required in cases where users’ 

personal data is not being shared or only 

information related to the services provided by the 

organisation is being served through the chatbot. 

Apart from the above implementation, a more 

advanced example of how the proposed system 

would work can be explained by taking a scenario 

involving a healthcare chatbot which has a feature 

of predicting diseases based on the symptoms 

experienced by the user with the help of a third-

party API. In such a case, the experienced 

symptoms suggested by the user to the chatbot 

needs to be given to the API over cloud for 

processing and making predictions. If the data is not 

homomorphically encrypted then the third-party has 
access to this sensitive data about the user. Hence, 

the data needs to be encrypted homomorphically 

using partial homomorphic techniques like RSA, 

ElGamal and Paillier encryption or use open-source 

libraries that provide fully homomorphic encryption 

from Microsoft and IBM as mentioned previously 

.Since the data is now homomorphically 

encrypted, it can be used by the third-party API 

without the need to be decrypted. The results 

provided by the API are also in the encrypted 

form and can be decrypted only by the user. If 

the data is encrypted in any other format, it leaves 
the data exposed at the third-party endpoint from 

where it can be compromised. If a hacker gets 

access to this exposed data, it can be used to 

perform phishing, baiting or MitM attacks on the 

user as he has access to the symptoms as well as 

the predicted ailment of the user. For example, a 

user uses this chatbot and complains of having 

trouble breathing. If this data is not 

homomorphically encrypted but uses a different 

encryption technique, two major scenarios can be 

possible. In the first scenario, the hacker gains 
access to this information at the third-party endpoint 

where it is decrypted for processing. Therefore, he 
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now has access to the symptoms experienced by 

the user as 

 

IV. CONCLUSION 

Cloud computing is a new paradigm which 

is revolutioniz- ing the way in which computation 

over the internet takes place. According to the 

current trends and forecast, it is believed that by 

2026 more than 67% of enterprises will switch to 

the cloud [33]. This implies that a customer service 

tool like chatbot used by these enterprises will also 

work over the cloud. Since the chatbot will have 

access to the cloud where all data is stored and will 

itself access and process user data, it needs to be 

made as secure as possible. 
Social engineering attacks have gotten to a 

point where not even an organization’s state of the 

art data center security systems can keep these 

attackers at bay. Given this significant improvement 

in the effectiveness of these attacks, enterprises too 

need to equip themselves with encryption standards 

that can truly mitigate such risks. 

Apart from preserving the privacy of 

sensitive data, homo- morphic encryption unlocks a 

suite of additional benefits. It indirectly promotes 

collaborative work by allowing use of third-party 
services without dwelling into the risk of data 

compromisation. It also minimizes the loss incurred 

by or- ganizations in terms of money and reputation 

as far as data breaches are concerned. The advances 

in research in the field of homomorphic encryption 

has bridged the gap between “theoretically 

possible” and “practically implementable” [34] thus 

finally allowing the use of this revolutionary 

technology in practice. 
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